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This paper presents an exploration of low resource languages and the 

specific challenges that arise in natural language understanding of 

these by a voice assistant. While voice assistants have made 

significant strides when it comes to their understanding of 

mainstream languages, this paper focuses on extending this 

understanding to low resource languages in order to maintain 

diversity of linguistics and also delight the customer. In this paper, 

the specific nuances of natural language understanding when it 

comes to these low resource languages has been discussed. The paper 

also proposes techniques to overcome some of the challenges in voice 

assistants understanding low resource language models. The 

proposed methods and future direction presented in this doc are 

poised to drive advancements in voice technology and promote 

inclusivity by ensuring that voice assistants are accessible to speakers 

of underrepresented languages. 

 

I. INTRODUCTION 

Voice Assistants (VAs) like Alexa, Siri and Google 

Assistant have become ubiquitous and well recognized 

household names1. Voice Assistants (VAs) are an 

application of Artificial Intelligence (AI) and Natural 

Language Processing (NLP) that recognize and understand 

human speech and respond to it in a way that is 

understandable by humans2. Voice lends a natural and 

intuitive interface for humans to interact with technology. 

This coupled with the ease with which voice assistants are 

accessible on mobile phones (e.g. Siri on iPhone) and 

smart speakers (e.g. Alexa on Echo devices) has helped 

with the adoption of VAs3. 

However, despite the advancements in the natural 

language understanding (NLU) of VAs, a significant gap 

persists in the support for low resource languages (LRLs). 

In the field of NLP, languages are classified as either being 

high-resource or low resource. LRLs are languages that 

have relatively less data available for training ML models4. 

There are limited data sets of these languages and their 

grammar and rules are under-described, making it 

challenging to train language models for high accuracy of 

interpretation. High resource languages (HRLs), on the 

other hand, are languages that have adequate data sources 

and are well described, making it easier to train models for 

interpreting these languages. Examples of LRLs are 

Belarusian, Pashto, Bengali and Kinyarwanda5,6,7. 

Examples of HRLs are English, Spanish, French and 

German5. This paper aims to bridge the gap between the 

performance of models with HRLs and with LRLs by 

addressing key challenges in the NLU of LRLs and 

proposing mitigation strategies for these challenges. 

 

II. BACKGROUND 

2.1 Voice Assistants  

It is important to understand key components and steps in 

the end-to-end working of VAs before diving into the 
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LRL-specific challenges and solutions8. VAs can be 

activated using their specific wake words. For example, 

users of Amazon’s VA say “Alexa” while those of Apple’s 

VA say “Hey Siri” to invoke the respective VA. Post this 

invocation, the next task is translating the speech of the 

user to text tokens, i.e. the Automatic Speech Recognition 

(ASR)9 stage that does speech-to-text (STT). The next 

stage is taking the output of the ASR stage, i.e. a string of 

tokens, and parsing them in order to understand the 

syntactic and semantic interpretation of this text string. 

This stage is called Natural Language Understanding 

(NLU), and the outcome is an understanding of the 

intention of the user8. Once the VA understands what the 

user is looking for, it can use multiple systems in the back-

end to retrieve the right response to this query, including 

but not limited to the internet, a cloud platform connecting 

to specific servers in the back-end, an application, and 

more. When the response is retrieved, the VA again 

converts the response back into a format that is 

understandable to the user, like text to speech (TTS) of a 

response, text displayed in case of a multi-modal interface, 

or simply the desired action being executed (e.g. switching 

off the lights). See Fig. 1 for an overview of how a 

hypothetical voice assistant, Nova’s, end to end 

functionality could be. 

2.2 Low Resource Languages  

It is also critical to understand more about LRLs before 

understanding how to improve their NLU performance on 

VAs. LRLs, as mentioned in the Introduction section, are 

languages that have less data sets available for training ML 

models. LRLs have several characteristics that make them 

particularly challenging to NLU practitioners. These 

challenges are described in the following section.   

 

III. CHALLENGES IN NLU FOR LOW RESOURCE 

LANGUAGES 

This section examines in detail the challenges when it 

comes to interpreting input in an LRL on a voice assistant. 

3.1 Scarcity of Data 

There is lack of adequate and robust data sets to train NLP 

models so they have high accuracy10. These languages are 

under-described, i.e., there are limited scientific papers that 

describe the grammar and rules of these languages11. These 

languages usually also have limited reliable sources like 

dictionaries, corpora or even books, thus making it 

challenging to train NLP models to be robust12. An 

extension of this is the lack of pre-trained models for 

LRLs. 

 

 

3.2 Cross Linguistic Variability 

Specific challenges arise due to diversity of linguistics and 

cross-linguistic variations of LRLs. LRLs might have 

multiple variations in the way they are written, spoken and 

understood. For example, different dialects, phrases, 

accents, colloquial adaptions, and more10. Cross-linguistic 

variations in syntax can pose a challenge for NLP 

researchers and practitioners, as different languages may 

have different word orders and grammatical structures13. 

3.3 Code Switching and Multilingualism 

Code switching refers to the user alternating between two 

or more languages while conversing. Code switching can 

result in syntactic variations of a sentence since different 

languages might have different grammatical structures14. 

There could also be lexical variations because different 

languages might have different words for describing the 

same concept14. There might also be differences in 

interpretations due to cultural differences15.   

3.4 Commercial Viability 

Zooming in specifically on the case of voice assistants, 

LRLs are often not commercially viable to invest in deeply 

as the market for these languages is usually small16. 

 

IV. TECHNIQUES TO OVERCOME NLU 

CHALLENGES WITH LOW RESOURCE 

LANGUAGES 

This section describes the techniques that can be 

implemented to overcome the challenges presented in the 

previous section. 

4.1 Leveraging Transfer Learning 

Transfer learning involves re-using a pre-trained model as 

the starting point of a model for a new task instead of 

having to train a model from scratch. Transfer learning 

methods are popular when it comes to training a model for 

LRLs. Adapting pre-trained models to use for LRLs 

involves taking a model that is trained on an HRL and then 

fine-tuned to the LRL. A recent study17 demonstrated that 

using a multilingual model to transfer knowledge from 

HRLs to LRLs by modeling the shared structure across 

languages can be effective in terms of improving the 

performance of NLP models for LRLs. Another popular 

technique is zero-shot learning, where a model is trained 

on an HRL, referred to as the source language, and is made 

to perform tasks in the target language18, i.e. LRL. 

4.2 Performing Data Augmentation 

Data augmentation strategies can help overcome the 

challenges of developing NLU models for LRLs. Synthetic 

data generation is a popular technique that involves 

generating new data based on existing data, even if the 
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latter is limited. This technique has been shown to be 

effective in terms of NLU model performance for LRLs19. 

Semi-supervised learning is another technique that uses a 

small amount of labeled data and relatively larger amounts 

of unlabeled data to train a model. This technique has been 

proved to be effective, as demonstrated by various 

studies20. Crowd-sourcing and crowd-annotation are 

another way to source data using humans as annotators for 

labeling21. Finally, bootstrapping with related languages is 

another way improve the NLU for LRLs22.  

4.3 Using Multilingual and Code-switching Models 

Since multilingual models are trained on data from 

multiple languages, these models perform better than 

monolingual ones when it comes to understanding the 

nuances of each individual language, including when it 

comes to NLU for LRLs23. Code-switching models 

understand the phenomenon of code switching and have 

been effective in terms of improving NLU for LRLs24.  

4.4 Deploying Rule-based and Linguistic Approaches 

These approaches leverage syntactic structure and 

linguistic rules to extract information from text. In the 

context of VAs, this can be extended to extracting meaning 

from the user utterance. Some methods are rule-based 

extraction where a domain-specific seed dictionary is used 

to identify key phrases, or syntactic-based extraction 

where the structure of the sentence is leveraged to derive 

understanding25. 

 

V. CASE STUDIES 

This section covers case studies demonstrating the 

effectiveness of the NLU techniques described above in 

improving VA capabilities for specific low-resource 

languages. 

A case study explored the different data-related challenges 

to improve language understanding in VAs for LRLs. This 

study proposed multiple data-augmentation strategies, 

including synthetic data generation to improve NLU26. 

Another paper focused on deep learning techniques for 

speech processing including data augmentation strategies 

via means like human re-phrasing, back-translation and 

dropout27. Another study explores the effectiveness of 

semi-supervised consistency training for NLU in LRLs 

and also uses similar data augmentation. 

 

VI. FUTURE DIRECTION 

Development of NLU for LRLs is an ongoing area of 

research. This section covers some avenues for future 

research in this area. 

The most obvious avenue is investing in creation of 

linguistic resources for LRLs, such as annotated corpora, 

dictionaries and ontologies28. Collaboration with 

communities that use LRLs can provide better 

understanding along with the cultural context, history and 

other contextual attributes29. Additionally, NLU models 

should be developed for understudied dialects and 

indigenous languages to preserve linguistic diversity and 

richness. 

 

VII. FIGURES AND TABLES 

 

Fig. 1: End to end overview of how a hypothetical voice 

assistant Nova might look like8 

 

VIII. CONCLUSION 

In summary, this paper identified the top challenges for 

voice assistants to perform well when it comes to NLU of 

low resource languages. It also recommends strategies to 

overcome these challenges and insights to drive future 

research and development efforts to make voice assistants 

more accessible and inclusive. 
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