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Abstract— The volume of the data is directly proportional to the model's accuracy in data analytics for any 

particular domain. Once a developing field or discipline becomes apparent, the scarcity of the data volume 

becomes a challenging proponent for the correctness of a model and prediction. In the proposed state-of-

the-art, a transitive empirical method has been used within the same contextual domain to extract features 

from a low-resource part via a heterogeneous field with factual data. Even though an example of text 

processing has been used for brevity, it is not limited. The success rate of the proposed model is 78.37%, 

considering model performance. But when considering human subject matter experts, the accuracy is 81.2%. 

Keywords— Data Analytics, Feature Extraction, Feedback review, Natural Language Processing, Text 

Processing. 

 

I. INTRODUCTION 

The nature of universal events is Volatile, Uncertain, 

Complex, and Ambiguous [1]. All of these dimensions, as 

mentioned above, bring a novel context or topic. Some of 

which may have a positive impact and some negative. For 

example, the COVID-19 health crisis across the world has 

affected many lives and occupations. Nassim Nicholas 

Taleb, in 2007 proposed the 'Black swan theory. He stated," 

A black swan is an unpredictable event beyond what is 

typically expected of a situation and has potentially severe 

consequences. Black swan events are characterized by their 

extreme rarity, powerful impact, and the widespread 

insistence they were apparent in hindsight." The question 

remains can we predict the characteristics of these events? 

Can we know the unknown when the event is in a nascent 

state?    The quantity and quality of the data play a 

significant part. Data collection is an ongoing iterative 

process by which data is continuously collected and 

analyzed to draw inductive inferences, driven mainly by 

subjective interpretation of the probability based on past 

events/prior knowledge [2,3]. But when a limited amount of 

target domain data is present for adaptation of a model and 

learning, the prediction and model become undetermined. 

Data Augmentation is a technique that enhances the 

quantity and quality of training datasets so that better 

Learning models can be built [4,5]. The data argumentation 

technique in Natural Language Processing (NLP) is novel. 

Mainly data Augmentation algorithms establish synthetic 

data from an available dataset., But Data argumentation in 

the field of NLP is intricate compared to other forms of Data 

Augmentation. For instance, changing the order of words 

can completely alter the sentence's meaning. For example,' 

I had my house built' differs from' I had built my house. 
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Also, the same word can be utilized as an adjective or a 

noun. Like,' I was traveling through windy road.' 'Windy' 

can be interpreted as an adjective or a noun (name of a road). 

From here, we can say context becomes very important. In 

our research, we have found out that if we can obtain the 

context of the low-resource domain, then by using other 

homogeneous context-driven fields where data is copious, 

we can perform data augmentation, which can be helpful for 

feature extraction of that low-resource domain. Identifying 

the context or topic of the lower resource domain is 

paramount for our research. Topic modeling is a method to 

find a group of a word associated with pre-learned topics or 

context [6,7]. A universal set drives each topic or context. 

Below is an example of a global feedback domain and other 

probable sub-sets of classes. 

 

II. LITERATURE REVIEW 

Lack of data or labeled data is pertinent for low-resource 

domain feature extraction. Many methods are postulated. 

The fundamental objective of these studies was based on 

distant supervision and transfer learning which reduces the 

need for target supervision [8]. Degrees of freedom are a 

salient concept in data analytics while considering 

knowledge discovery in low-resource domain space. 

Degrees of Freedom are correlated with the maximum 

number of logically independent values, which can be 

referred to as a feature in the context of feature extraction. 

Mintz et al. proposed a Distant supervision method that 

extracted low-domain resource features using Named Entity 

Recognition or Relation Extraction. They have used 

complex knowledge bases like Wikipedia for relational 

inference [9]. The challenge while using a massive database 

like Wikipedia is processing time. Another type of method 

was provided by many researchers based on setting up some 

labeling rules on low-resource data. They have used various 

domain experts to create a statistical rule for gaining a 

transfer learning insight. Recently, the use of deep neural 

networks has also been proposed for label rules [10,11,12].  

 

Fig 1. Global Feedback domains 

In another work, Cross-Lingual Projections were 

considered where the task is well supported in one language 

but not another [13,14,15]. With the advancement of Pre-

Trained Transformers via the deep neural network, many 

researchers have suggested various context-aware word 

representations that can predict the succeeding word in the 

sentence. According to them, this can be helpful to obtain 

features or context from the low-resource domain without 

substantial task-specific architecture modifications. A deep 

neural model like BERT or RoBERTa can provide 

significantly higher accuracy in this context [16,17,18]. 

Another approach was proposed by Park et al. [19], 

transferring the knowledge from high-resource domains to 

low-resource domains using meta-learning. Minimal studies 

emphasize sharing the knowledge from the high-resource 

corpora with the low-resource one. Several models [20,21] 

show better performances than when trained with the low-

resource corpora only. But these approaches become 

conducive in limited scenarios where one or both source and 

target domains consist of a parallel corpus. In the case of 

novel subjective domain ushers, these methods fail to 

predict the domain's probable feature due to the data's 
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unavailability. In our proposed method, dividing the text 

corpora into subjective and objective contexts, we extract 

knowledge information using cooccurrence statistical 

relations based on objective context. Then utilize these 

transitive inference statistics as the input of the embedding 

model to learn inference rules for low resource domain. The 

novelty of our work is based on the derivation of the 

subjective context feature of a low-resource domain based 

on transferring knowledge between objective context shared 

by both high and low-resource domains. 

 

III. METHODOLOGY 

The subjective-objective dichotomy is associated with 

human perception and philosophy. Subjective context is 

cognate with the objective context. Objectivity is associated 

with something the same for everyone, while subjectivity 

refers to something different. Both subjective and objective 

realism is already manifested in humans. So pertaining to 

this logical reducibility, we can extrapolate any human-

generated speech, Text, Image, etc., which explains some 

forms of communication can be categorized into subjective 

and objective contexts or topics. Knowledge discovery in an 

objective context becomes convenient through transfer 

learning with the same objective domain, irrespective of the 

subject. Our work is based on the hypothesis mentioned 

above. Topic modeling is paramount for knowing the 

objective context association [22,23]. For this reason, we 

have used the Latent Dirichlet Allocation (LDA) model, one 

of the most popular in this field. Researchers have proposed 

various models based on the LDA in topic modeling.  

 

Fig 2. Subjective and Objective context illustration 

 

The purpose of this model is to classify text in a document, 

for our case, low resource unknown and resource knew 

heavy domain to a particular topic which is nothing but 

objective context. LDA builds a topic-per-document and 

words-per-topic model, modeled according to Dirichlet 

distributions. The Dirichlet distribution is a Beta 

distribution with multivariate generalization. The primary 

motivation concerning LDA is that a corpus is a 

combination of topics, in our case, Objective Context (OCt), 

and each topic is a combination of Certain words. For 

Feedback related objective context, we can find a term like 

good, excellent, evil, etc. Now LDA uses two types of 

probabilities: First, the likelihood of words in Corpora d 

currently assigned to topic OCt. Second, the possibility of 

assignment of topic OCt to overall corpora. Once the 

homogeneous Objective context has been obtained for low-

resource unknown and known domains, we can take this 

discovery into the next processing phase, where data 

cleaning is followed by Noun, Adjective, and Verb parts of 

speech tagging. In one of their research works, Barai et al. 

[21] proposed a graph mining technique for domain-specific 

key feature extraction based on the relation between words 

surrounding an aspect. Transferring this knowledge to our 

work between low resource domain and data have resource 

domain connected by the same objective context, we can 

observe a transitive relation among both subjective domain 

contexts. For a better understanding, the below figure has 

been given, 
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From this transitive relation, we can undoubtedly extract 

unknown subjective domains feature via Noun or verb 

entities. 

 

 

Fig 3. Overall Process illustration 
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Fig 4. Summarized Algorithm 

 

The mathematical model for our proposal is given below. 

Let, 𝐷 = {𝑥| 𝑂𝑥 ≠ 𝜙 ∧ 𝑆𝑥 ≠ 𝜙} Where 𝐷 is the 

set of all possible Subjects for which data sets are available 

in the form of opinion or Feedback. 

𝑂𝑥: set of all objective features of a particular subject "𝑥. " 

𝑆𝑥 ∶  set of all subjective features of a particular subject 

"𝑥. " 

Also, 𝑂𝑥 ∩ 𝑆𝑥 = 𝜙. 

The data set 𝐹𝑥 for a known subject 𝑥 will always be a 

relation and subset of a Cartesian product of 𝑆𝑥 and 𝑂𝑥. 

𝐹𝑥 ⊆ 𝑂𝑥 ×  𝑆𝑥 

Also, 𝐹𝑥 = {(𝑎, 𝑏)| 𝑑𝑖𝑠(𝑎, 𝑏) = 𝑘}, 𝑊ℎ𝑒𝑟𝑒 𝑘 ∈ [0, ∞) 

If we have data set available for another subject 

"𝑦" with unbaled, low resource domain data, we can 

transitively derive the elements of the subjective set 𝑆𝑦 

using the known relation 𝐹𝑥 . 

𝑭𝒚 = {(𝒄, 𝒅)| 𝒅𝒊𝒔(𝒂, 𝒃) = 𝒍}, 𝑾𝒉𝒆𝒓𝒆 𝒍 ∈ [𝟎, ∞) 

𝑺𝒚 = {𝒄|𝒅𝒊𝒔(𝒃, 𝒅) ≤ Ɛ ∀ (𝒂, 𝒃) ∈  𝑭𝒙  ∧ ∀(𝒄, 𝒅)  ∈  𝑭𝒚} 

 

IV. RESULT DISCUSSION 

We have kept the Heavy resource objective context domain 

for our research as Feedback for brevity. After doing the 

topic modeling based on objective context on both domains, 

we observed the result below indicated in Fig.5. 

Now, we have tried to find the coon features from both 

objective domains. A total of 32 features were found, 

containing 87.23% of standard objective features, using 

obtained objective features in the resource-heavy domain. 

We have obtained the distance of the named entity in the 

resource-heavy domain. After that, we optimized the 

distance based on the occurrence frequency. The same 

optimized distance has been used in the low-resource 

domain. And our model accuracy was 78.37%, and once we 

had validated the data with a subject matter expert, we found 

out our model accuracy was 80.2%. 

 

V. CONCLUSION AND FUTURE WORK 

We have proposed a novel meta-learning model where we 

have transitively augmented the objective knowledge of a 

low resource domain field via a data reach homogenous data 

reach domain to extract probable subjective context 

features. We can use our method from our research work to 

extract specific knowledge if a nascent subjective context 

may be pertinent to lesser unstructured knowledge. In the 

future, we will try to use our method not only in the case of 

homogeneous data types (like the text that we did over here) 

but also in Heterogeneous datatypes. 
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